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Abstract
Despite the rise of billion-parameter foundation models trained across thousands of GPUs, similar scaling
gains have not been shown for humanoid control. Current neural controllers for humanoids remain
modest in size, target a limited behavior set, and are trained on a handful of GPUs over several days. We
show that scaling up model capacity, data, and compute yields a generalist humanoid controller capable
of creating natural and robust whole-body movements. Specifically, we posit motion tracking as a natural
and scalable task for humanoid control, leverageing dense supervision from diverse motion-capture
data to acquire human motion priors without manual reward engineering. We build a foundation model
for motion tracking by scaling along three axes: network size (from 1.2M to 42M parameters), dataset
volume (over 100M frames, 700 hours of high-quality motion data), and compute (9k GPU hours). Beyond
demonstrating the benefits of scale, we show the practical utility of our model through two mechanisms:
(1) a real-time universal kinematic planner that bridges motion tracking to downstream task execution,
enabling natural and interactive control, and (2) a unified token space that supports various motion
input interfaces, such as VR teleoperation devices, human videos, and vision-language-action (VLA)
models, all using the same policy. Scaling motion tracking exhibits favorable properties: performance
improves steadily with increased compute and data diversity, and learned representations generalize to
unseen motions, establishing motion tracking at scale as a practical foundation for humanoid control.

1. Introduction
The past decade has witnessed a remarkable journey in artificial intelligence. The GPT (Achiam et al., 2023)
family of models trains on 25,000+ GPUs with trillions of tokens. Video and image-generation models
(Blattmann et al., 2023; Brooks et al., 2024; Ho et al., 2022; Ramesh et al., 2022; Rombach et al., 2022)
leverage thousands of GPUs processing billions of images. These foundation models have shown a consistent
pattern: scale unlocks emergent capabilities, generalization, and robustness that smaller models cannot achieve
(Bommasani et al., 2021; Hoffmann et al., 2022; Kaplan et al., 2020; Wei et al., 2022). Yet for sim-to-real
humanoid control, similar scaling gains have not been achieved. State-of-the-art humanoid control policies are
typically small neural networks – often three-layer MLPs with a few million parameters – trained on a single
GPU over a few days for a single task. Even more so, due to the manually engineered reward terms for each
task, training a policy for too long may even lead to worse performance (Peng et al., 2018, 2021; Sutton, 2019).

Why hasn’t humanoid control scaled? The fundamental issue is the task selection. Tasks like locomotion require
extensive reward engineering for each scenario – walking naturally forward provides little signal for dancing
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Figure 1: SONIC enables diverse humanoid tasks through a universal control policy that handles diverse input
modalities and control interfaces.

(He et al., 2025), getting up from the ground (He et al., 2025; Huang et al., 2025), or teleoperation (Ben et al.,
2025; Li et al., 2025; Ze et al., 2025). Each new capability demands redesigned rewards and objectives, making
scaling up difficult. Even if we identify a scalable objective that can learn diverse behaviors, a second challenge
emerges: how do we support the diverse range of real-world applications? A desired humanoid controller
should handle teleoperation, goal-directed tasks, navigation, and even vision-language commands (Ahn et al.,
2022; Brohan et al., 2022, 2023; Ma et al., 2024; Open X-Embodiment Collaboration, 2023). Building a system
that scales while remaining flexible for different task specifications is non-trivial.

In this work, we address both challenges by identifying motion tracking as the scalable foundation task for
humanoid control. Motion tracking leverages human motion capture data, which provides dense, frame-by-
frame supervision without reward engineering. Critically, humanoids benefit from decades of motion capture
research – datasets covering walking, running, dancing, sports, and object interactions already exist at scale (Li
et al., 2021; Mahmood et al., 2019; Punnakkal et al., 2021). While there exists prior art in motion tracking
(Chen et al., 2025; He et al., 2024, 2025; Liao et al., 2025; Luo et al., 2023; Wang et al., 2020; Yin et al., 2025;
Zeng et al., 2025; Zhang et al., 2025), they are mostly limited to showing whole-body motion tracking results
on training data and have not demonstrated many downstream tasks beyond motion tracking or navigation.
We supersize physics-based motion tracking to unprecedented 100 million frames (at 50 fps) and 128 GPUs
training, achieving universal tracking capabilities across diverse human behaviors while maintaining real-time
performances. In addition, we show how such a motion tracker can be applied to meaningful downstream
tasks, and introduce two key contributions. First, we develop a universal kinematic motion generation system
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for interactive control, enabling goal-directed tasks such as interactive locomotion and game-like character
control through kinematic planning in motion space. Second, we design a universal token space that supports
multimodal control – accepting inputs from teleoperation, human videos, music, text, and vision-language-
action models through a unified interface (Kocabas et al., 2020; Li et al., 2021; Tevet et al., 2022; Zhang et al.,
2023). This unified framework allows our motion tracker to directly interface with vision-language-action
(VLA) models (Bjorck et al., 2025) and diverse control modalities.

We propose Supersizing mOtion tracking for Natural humanoId Control (SONIC), a framework that enables
natural humanoid control across a wide range of applications. We achieve high-precision teleoperation and
interactive control capabilities, including running, jumping, and crawling with natural human-like movement.
Leveraging our universal token space, our controller can support cross-embodiment motion tracking where
estimated whole-body human motion can be directly mapped to humanoid control signals, bypassing the need
for retargeting. We demonstrate seamless integration with multi-modal human motion generation models,
supporting video, text, and music control through our universal token space. Furthermore, we show that
teleoperation data collected through our system can be used to train vision-language-action foundation models,
establishing a complete pipeline from motion tracking at scale to foundation model-based humanoid control.
These results validate that massive-scale motion tracking serves as a practical and versatile behavioral foundation
model for diverse real-world humanoid applications.

Our contributions are:

• We identify motion tracking as a scalable foundation task for humanoid control, demonstrating that it
exhibits favorable scaling properties with both compute and data diversity and scale up humanoid control
to 9k GPU hours and 100 million frames of motion sequences, achieving universal tracking capabilities
across diverse human behaviors.

• We introduce a kinematic motion generation system for interactive control and a universal token space
supporting multimodal inputs, including teleoperation, human videos, motion commands, and VLA
foundation models, through single-stage training without distillation.

• We provide a comprehensive evaluation demonstrating empirical humanoid scaling trend, zero-shot
transfer to unseen motions, robust sim-to-real deployment on physical humanoid robots, and successful
integration with foundation models.

2. Results
We use the Unitree G1 humanoid (Unitree, 2024) to demonstrate our supersizing humanoid motion tracking
framework, SONIC. Video results can be seen at our website. We demonstrate SONIC’s ability for motion tracking
(Sec. 2.1), teleoperation (Sec. 2.4), multi-modal control (Sec. 2.3), and interactive kinematic motion planning
(Sec. 2.2), as seen in Fig. 1.

2.1. Motion Tracking
SONIC, trained on 100 million frames of motion over 32,000 GPU hours (128 GPUs over 3 days), exhibits
remarkable generalization to unseen motions. In this section, we evaluate the generalization capabilities of our
tracker on large-scale, previously unseen motion datasets in simulation and the real world.

Metrics. We employ a comprehensive set of pose-based and physics-based metrics to measure motion imitation
performance. The primary measure is the success rate (Succ), where an imitation attempt is deemed unsuccess-
ful if the humanoid deviates too far from the reference motion trajectory. We further report the root-relative
mean per-joint position error (MPJPE) 𝐸mpjpe (in mm), quantifying the local accuracy of the imitation. To
assess physical fidelity, we also calculate differences in acceleration (𝐸acc, mm/frame2) and velocity (𝐸vel,
mm/frame) between the simulated humanoid and the reference human motion.
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Figure 2: (a-c) Effect of scaling to different sizes of dataset, model, and compute. Mean per joint position error
(MPJPE) indicates motion imitation error; lower is better. For (a), we measure the dataset size in millions
of frames. (d-g) Comparing our method with baselines on tracking out-of-distribution motion sequences.
(d) Success rate of tracking. (e-g) Different tracking accuracy metrics are evaluated on trajectories that are
successfully tracked.

Our evaluation is conducted on a uniformly random subset of retargeted AMASS (Mahmood et al., 2019) data
(9 hours, 1,602 trajectories), as used in TWIST (Ze et al., 2025). Notably, our test set is orders of magnitude
larger than those in prior work (Zeng et al., 2025) and comparable in scale to some existing training sets.
Importantly, SONIC is not trained on the AMASS dataset, underscoring the robustness of its generalization.

Scaling Up Motion Tracking. In Fig. 2, we analyze the impact of supersizing our humanoid motion tracking
system along three key dimensions: GPU hours, model size, and motion dataset size. All evaluations are
conducted in Isaac Lab (NVIDIA et al., 2025), with models trained to convergence over 3 to 7 days. For dataset
size, we compare with training on LaFAN (0.4M frames), a subset of our in-house dataset (7.4M frames),
and our full dataset (100M frames). For GPU hours comparison, we train all models till convergence for
training with 8, 32, and 128 GPUs. Across the board, scaling along any of these three axes leads to consistent
improvements in motion imitation performance. Notably, increasing the size of the motion dataset yields the
most substantial gains, while increased model size and compute (GPU hours) further enhance results. Notice
that for GPU hours, parallelizing over more GPUs (e.g., 8 vs 128) is essential, as we notice that training on a
smaller number of GPUs yields worse asymptotic performance than a larger number of GPUs. For evaluation,
motion imitation is considered unsuccessful if, at any point during tracking, the humanoid’s body height
deviates by more than 0.25m from the reference motion or if the root orientation differs by more than 1 radian.

Comparison with Baselines. We demonstrate that our approach yields a universal motion tracker capable
of accurately tracking a wide range of unseen motions. In Fig. 2, we compare our method to state-of-the-art
trackers — Any2Track (Zhang et al., 2025), BeyondMimic (Liao et al., 2025), and GMT (Chen et al., 2025). The
baselines are trained on different datasets (Any2Track and BeyondMimic on LaFAN; GMT on AMASS) but are
all evaluated on the same unseen dataset for consistency. We use the officially released models when available
(GMT) and use the publicly released code to train the respective models (Any2Track and BeyondMimic) when
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not. To ensure a fair comparison, all evaluations are performed in MuJoCo (Todorov et al., 2012), which
is supported by all baseline implementations. For these experiments, we adopt a more relaxed termination
criterion to better reflect real-world deployment scenarios: imitation is only considered unsuccessful if the
humanoid falls, defined as its root height deviating by more than 0.25m from the reference. Across all evaluation
metrics, our method significantly outperforms the baselines, achieving higher success rates and improved
tracking accuracy on unseen motion sequences.

Real-World Evaluation. We assess the real-world performance of SONIC by deploying it on 50 diverse motion
trajectories, including dance, jumps, and loco-manipulation tasks. As presented in Fig. 2, our policy achieves
motion imitation in the real world that closely matches its simulation results, operating in a true zero-shot
manner. Remarkably, it succeeds on all sequences without a single failure (100% success rate), underscoring
the robustness and reliability of our tracker in challenging real-world scenarios.

2.2. Interactive Motion Control
In this section, we showcase the scalability and robustness of SONIC in whole-body, real-time interactive control
tasks. We present a kinematic runtime generative motion planner that guides the robot’s policy through user
interaction. Our approach employs an autoregressive framework that continually regenerates future kinematic
motions conditioned on the previous robot states and incoming user commands. For each planning step,
the model generates motion segments lasting between 0.8s and 2.4s, where the duration is automatically
determined by the neural planner to maximize flexibility and robustness. The planner achieves inference times
under 5ms on a standard laptop and 12ms on a Jetson Orin GPU. Replanning is triggered as frequently as
every 100ms, or immediately when user commands are updated, ensuring highly responsive control.

SONIC supports a variety of applications, including but not limited to: (1) navigation control with arbitrary
velocity, direction, and style commands; (2) interactive entertainment tasks such as boxing; (3) locomotion
skills such as squatting, crawling, kneeling, etc., which are useful for downstream applications like teleoperation.
Because both our kinematic planner and tracking policy are trained on the same large-scale dataset. Utilizing
the scalable nature of SONIC, we note that all of the applications above were designed afterwards without
retraining the planner or the tracking policy. People with minimal animation or programming background can
easily design and specify new desired behaviors.

For navigation control, SONIC supports velocity commands ranging from 0.0m/s to 6.0m/s, as well as arbitrary
direction commands spanning 0 to 360 degrees. We employ a critically damped spring model to smooth
impractical commands that cannot be achieved by the robot within one motion segment. SONIC achieves
scalable, responsive and robust navigation control as shown in the first two rows of Fig. 3. SONIC also supports
different styles such as drunken walking, injured walking, happy walking, stealth walking, etc., as shown in
the third row of Fig. 3. The capacity of the model to generate robust inbetweening motions showcases the
flexibility of SONIC, and the potential of more natural human-robot interaction.

SONIC further extends its versatility to interactive entertainment tasks such as boxing, as illustrated in the
last two rows of Fig. 3. Existing academic solutions (Starke et al., 2021; Won et al., 2021) and industrial
approaches (Unitree, 2025) often utilize a limited collection of boxing clips, requiring switching between
multiple expert models or action labels. This approach leads to discontinuous, unnatural transitions and even
pauses. SONIC on the other hand enables much more fluid, responsive, and natural motion generation, while
retaining the robot’s full freedom of movement throughout the task.

To enable downstream manipulation or navigation in confined environments, skills such as squatting, kneeling,
and crawling are essential. As illustrated in Fig. 4, SONIC supports a rich spectrum of postural modes, including
squatting and kneeling, allowing the pelvis height to be smoothly controlled from 0.3m to 0.8m. This greatly
enhances the agent’s reachability and adaptability in scenarios such as teleoperation. For navigation in especially
tight spaces, SONIC also enables crawling. The robot can move omnidirectionally using its elbows and knees at
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Figure 3: Top three rows: interactive navigation switching between different velocities, directions, and styles.
Bottom two rows: SONIC produces high-quality and responsive boxing motions while preserving the robot’s
complete freedom of movement throughout the task.

velocities from 0.0m/s to 0.5m/s.
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Figure 4: Interactive squatting, kneeling, and crawling. With SONIC, the robot can squat, kneel, and crawl at
arbitrary heights, enabling seamless application in real-world downstream scenarios such as teleoperation and
navigation in complex environments.

2.3. Video Teleoperation and Multi-Modal Cross-Embodiment Control
As shown in Fig. 5 (top), SONIC also demonstrates a real-time, multimodal, cross-embodiment control framework,
enabled by our universal control policy. A unified motion generation system based on GENMO (Li et al., 2025)
is designed to generate human motions from three input modalities: human demonstration video, natural-
language commands, and music audio. Transitions among modalities are coordinated through the multimodal
motion generation system, enabling smooth handoffs without reinitialization.

Video Teleoperation. For video control, the system supports both pre-recorded clips and live monocular
webcam streams. Humanmotion is estimated at≥ 60 frames per second (fps), enabling interactive teleoperation
without specialized motion-capture hardware. Video control provides a higher-fidelity specification of pose and
timing, yielding a precise imitation of demonstrated movements.

Music and Text Control. For text control, the system accepts natural-language prompts and synthesizes target
motions at ≥ 60 fps. Trained on a large-scale dataset, the policy executes previously unseen instructions in a
zero-shot manner. An interactive graphical interface supports free-form prompting at any time with immediate
on-robot responses (for example, “walk forward”, “kick left foot”, or “dance like a monkey”).

For music control, the robot generates dance motions conditioned on melodic and rhythmic structure, tracking
tempo, and adapting style to musical characteristics.
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Figure 5: Video teleoperation, multi-modal control, and VR whole-body teleoperation.

Our system supports seamless transitions between modalities. For example, users can initiate fine-grained
control via video, switch to text for general control, and finally hand off to music for performance.

2.4. VR-Based Teleoperation and Connecting to Foundation Models
We present three additional control regimes built on our universal motion tracker and token space: (1) Virtual
Reality (VR)-based whole-body teleoperation for full-pose control, (2) VR-based 3-point teleoperation for
efficient data collection, and (3) foundation-model-driven mobile manipulation, where a VLA autonomously
controls the humanoid. While the teleoperation solutions presented in this section focus on VR-based interfaces,
the same universal token-space supports video-based teleoperation; see Sec. 2.3.

2.4.1. VR-Based Whole-Body Teleoperation
We develop a full-body VR teleoperation system using the PICO whole-body motion-tracking interface. This
requires wearing the PICO headset, two ankle trackers, and the handheld VR controllers. The PICO interface
then provides human motion as full-body human pose estimates in SMPL (Loper et al., 2015) format. The
tracked human motion is streamed in real time to our universal control policy, which will be introduced in
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Figure 6: Apple-to-plate mobile bimanual manipulation on the Unitree G1 humanoid robot controlled by a fine-
tuned GR00T N1.5 vision-language-action (VLA) model. The VLA emits teleoperation-format commands—poses
of head and wrists, base height, and a navigation command—which are executed by SONIC. The model is
fine-tuned on 300 VR-teleoperated trajectories and attains 95% success over 20 trials on this proof-of-concept
task, demonstrating compatibility between foundation-model planning and our universal control policy.

Sec. 3.2. The human motion will be encoded via its respective encoder into the universal token space, and then
decoded by the robot control decoder to yield low-latency, stable, human-like control, as can be seen in Fig. 5
(bottom).

2.4.2. VR-Based 3-Point Teleoperation
To enable scalable and portable data collection for tasks that do not require precise foot placement, we also
introduce a lightweight mobile bimanual VR teleoperation interface that operates with the PICO headset and
the two handheld controllers (no ankle trackers needed for this mode). The teleoperation interface outputs
a compact command consisting of three upper-body SE(3) poses (head and both wrists), finger joint angles,
waist height, a locomotion mode (slow walk or fast walk), and a navigation command specifying desired root
velocity and heading. These signals are fed into the kinematic motion planner (of Sec. 3.3) and hybrid encoder
(introduced in Sec. 3.2), then executed by the universal tracking policy.

We use this interface to collect 300 teleoperated demonstrations of a mobile pick-and-place task: the robot walks
to a randomly placed apple on a table, grasps it with the right hand, and places it on a randomly positioned
plate. This dataset serves as supervision for autonomous control with a vision-language-action (VLA) model in
Sec. 2.4.3.

For this mobile manipulation task, teleoperation real-time tracking performance is reported for the right wrist
only, since the left wrist remains largely stationary. Over 300 teleoperated trajectories, we measure the latency
and tracking error from the right wrist target pose command to the realized wrist pose on the robot, with
both quantities expressed in the waist frame. The pipeline exhibits a mean latency of 121.9ms. The mean
right-wrist position error is 6 cm with a 95th percentile of 13.3 cm, and the mean orientation error is 0.145 rad
(8.32∘) with a 95th percentile of 0.267 rad (15.31∘). Position error is the Euclidean norm and orientation error
is the geodesic angle on SO(3).

2.4.3. Foundation-Model-Driven Mobile Bimanual Manipulation
To demonstrate autonomous control through the same universal token interface, we connect a VLA foundation
model to the pipeline used for teleoperation. Using the 300 trajectories collected with the 3-point teleoperation
interface, we fine-tune a GR00T N1.5 model (Bjorck et al., 2025,) and evaluate it on the apple-to-plate mobile
pick-and-place task described above (Fig. 6). The VLA outputs the same teleoperation-format control signals—
three upper-body poses (head and both wrists), base (waist) height, and a navigation command (root linear and
angular velocity)—which are then fed into the kinematic planner and hybrid encoder, and then executed via
the universal control policy. On this proof-of-concept task, the system attains a 95% success rate over 20 trials,
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indicating that the universal motion tracker serves as a robust System 1 controller (fast, reactive whole-body
skills) that complements the VLA’s System 2 capabilities (slower, deliberative reasoning) (Kahneman, 2011).
This experiment is intended only to establish compatibility between foundation-model planning and our
motion-tracking controller, not to claim broad generalization; scaling to richer task distributions is left for
future work. Looking ahead, interfacing the VLA with the universal token space offers a path toward high-level,
whole-body reasoning layered atop the responsiveness, robustness, and human-motion inductive biases of the
universal tracker, which is able to operate at substantially higher control rates. Exploring this integration at
scale is an important direction for future work.

2.5. Discussion
We cast motion tracking as the core scalable task for learning a single, versatile humanoid controller. By
training SONIC on 100 million+ motion frames with up to 128 GPUs, we obtain a single policy that produces
natural, robust whole-body behaviors across diverse conditions. Equally important, we build the practical
system that makes tracking usable in real deployments: a real-time kinematic motion planner that converts
intent into short-horizon reference motions, and a universal token space that unifies heterogeneous interfaces
(teleoperation, video, text, and music) within one policy.

We observe consistent improvements as data, model capacity, and compute increase, with generalization to
unseen motions in simulation and real-world deployments. These findings support motion tracking as a practical
route to acquire broad, transferable whole-body priors without per-task reward engineering.

Relative to prior trackers (e.g., Any2Track (Zhang et al., 2025), BeyondMimic (Liao et al., 2025), GMT (Chen
et al., 2025)), our contributions are threefold: (1) scale: orders-of-magnitude larger training and larger unseen
evaluation dataset sets; (2) versatility: robot, human, and hybrid commands in a shared latent, enabling
cross-embodiment transfer and versatile interface; and (3) practicality: on-board, real-time sim-to-real control
on a Unitree G1 with stronger performance under a common evaluation protocol. Together, these advances
move motion tracking from narrow imitation toward a general foundation for whole-body humanoid control.

The planner (Sec. 2.2) enables responsive navigation, postural mode control (squatting, crawling), and style
modulation without retraining. The universal token space (Sec. 2.3) supports seamless switches among input
modalities and cross-embodiment teleoperation. The same interface connects to a vision–language–action
model (Sec. 2.4), providing the system 1 capabilities needed for humanoid loco-manipulation.

Limitations include formal treatment of safety, compliance, and energy efficiency for extended deployments, as
well as combating noisy input during deployments. Future work will study scaling laws across more diverse
dataset, enable VLA instructed whole-body locomanipulation tasks, and explore joint training of planner,
tokenizers, and policy to reduce modality gaps.

In summary, scaling motion tracking yields reliable, general whole-body control; pairing it with a planner,
a universal token space, and an efficient onboard stack makes it usable as a system. We expect SONIC to
serve as a practical foundation upon which higher-level perception and reasoning can be layered to advance
general-purpose humanoid autonomy.

3. Materials and Methods
3.1. Humanoid Motion Dataset
Our motion dataset is built from a large-scale motion-capture corpus comprising recordings from 170 human
subjects. The participants include a balanced mix of male and female actors, with body heights ranging from
145 cm to 199 cm (mean = 174.3 cm, std = 10.9 cm), approximately following a normal distribution. The
dataset spans a broad spectrum of everyday human behaviors, including locomotion, daily activities, gesturing,
and a diverse set of combat motions with varied stylistic expressions. Clip durations range from 1 to 180
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seconds. In total, the collection covers thousands of unique motion behaviors, with most actions performed
by multiple subjects across multiple takes, providing rich intra- and inter-subject variation, as can be seen in
Fig. 7. Our in-house dataset contains 700 hours of human motion, resulting in 100+ million frames at 50Hz.
The human motion is then retargeted to the humanoid using GMR (Araujo et al., 2025).

Figure 7: Random samples from our motion dataset.

3.2. Universal Humanoid Motion Tracking
Fig. 8 provides an overview of our approach, SONIC, a universal humanoid motion tracking framework that
employs a unified control policy to track diverse motion commands across different embodiments. A key
innovation is its ability to seamlessly handle robot motion, human motion, and hybrid motion (combining
upper-body keypoints with lower-body robot motions) through a shared latent representation. This cross-
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Figure 8: SONIC enables universal humanoid motion tracking through a universal control policy that
handles diverse motion commands and modalities. Specialized encoders process robot, human, and hybrid
motion commands into a universal token that drives robot control and motion decoders. This cross-embodiment
design supports diverse applications including gamepad control, VR teleoperation, whole-body teleoperation,
video teleoperation, and multi-modal control from text and music.

embodiment capability enables the robot to learn from motion captured and raw video data, bridging the
morphological gap between human and robot embodiments. We use various motion generators – kinematic
motion planner, VR motion generator, human motion generator (GENMO) – to generate motion commands,
which enable diverse applications including interactive gamepad control, VR 3-point teleoperation, whole-body
teleoperation, video-based teleoperation, and multi-modal control from text and music.

Motion Tracking Formulation. We formulate humanoid motion tracking as a Markov Decision Process
ℳ = ⟨𝒮,𝒜, 𝒯 ,ℛ, 𝛾⟩, comprising state space, action space, transition function, reward function, and discount
factor 𝛾. We train the policy using proximal policy optimization (PPO) (Schulman et al., 2017) to maximize
the expected cumulative discounted return E

[︁∑︀𝑇
𝑡=1 𝛾

𝑡−1𝑟𝑡

]︁
.

States. The state representation 𝑠𝑡 comprises two components: proprioceptive sensing 𝑠p𝑡 and motion command
𝑠g𝑡 . Proprioceptive information 𝑠p𝑡 ≜ (𝑞𝑡, 𝑞𝑡,𝜔𝑡,𝜓𝑡,𝑎𝑡−1) includes joint pose 𝑞𝑡, joint velocity 𝑞𝑡, root angular
velocity 𝜔𝑡, gravity vector 𝑔𝑡 in the root frame, and previous action 𝑎𝑡−1. The motion command 𝑠g𝑡 has
three types: robot motion 𝑔𝑟, human motion 𝑔ℎ, or hybrid motion 𝑔𝑚 (combining upper-body keypoints with
lower-body robot motions), where we drop the subscript 𝑡 for brevity. All state quantities are expressed in the
robot’s local heading frame to ensure rotation invariance.

Actions. The policy 𝜋 outputs target joint positions 𝑎𝑡 as actions, which are tracked by proportional-derivative
(PD) controllers at each joint.

Rewards. Following Liao et al. (2025), we define the reward as 𝑟𝑡 = ℛ(𝑠p𝑡 , 𝑠
g
𝑡) + 𝒫(𝑠p𝑡 ,𝑎𝑡), combining tracking

reward and penalty terms. The tracking term ℛ minimizes errors in root position, root orientation, body link
positions (relative to root), body link orientations (relative to root), body link linear velocities, and body link
angular velocities between the robot state 𝑠p𝑡 and target 𝑠g𝑡 . The penalty term 𝒫 discourages abrupt action
changes, joint limit violations, and undesired contacts. Detailed reward design is presented in Table 1.

Domain Randomization. To enhance robustness and generalization across diverse scenarios, we apply systematic
domain randomization during training. We randomize physical parameters which include friction coefficients
(𝜇𝑠, 𝜇𝑑), restitution coefficient (𝑒), default joint positions (𝑞0), and base center-of-mass position. We also
periodically apply random perturbations to the robot’s root linear and angular velocities to simulate external
pushes. Additionally, we apply motion perturbation to the target motion commands 𝑠g𝑡 during training to
improve robustness. All domain randomization parameters are detailed in Table 2.
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Reward term Equation Weight

Tracking rewards ℛ(𝑠
p
𝑡 , 𝑠

g
𝑡)

Root orientation 𝑟rootori (𝑡) = exp
(︀
− ‖𝑜𝑝

𝑡,𝑟 − 𝑜𝑔
𝑡,𝑟‖22/0.42

)︀ 0.5
Body link pos (rel.) 𝑟

body
pos (𝑡) = exp

(︁
− 1

|ℬ|
∑︀

𝑏∈ℬ ‖𝑝𝑝,rel
𝑡,𝑏 − 𝑝𝑔,rel

𝑡,𝑏 ‖22/0.32
)︁

1.0
Body link ori (rel.) 𝑟

body
ori (𝑡) = exp

(︁
− 1

|ℬ|
∑︀

𝑏∈ℬ ‖𝑜𝑝,rel
𝑡,𝑏 − 𝑜𝑔,rel

𝑡,𝑏 ‖22/0.42
)︁

1.0
Body link lin. vel 𝑟

body
lin (𝑡) = exp

(︁
− 1

|ℬ|
∑︀

𝑏∈ℬ ‖𝑣𝑝
𝑡,𝑏 − 𝑣𝑔

𝑡,𝑏‖
2
2/1.0

2
)︁

1.0
Body link ang. vel 𝑟

body
ang (𝑡) = exp

(︁
− 1

|ℬ|
∑︀

𝑏∈ℬ ‖𝜔𝑝
𝑡,𝑏 − 𝜔𝑔

𝑡,𝑏‖
2
2/3.14

2
)︁

1.0
Penalty terms 𝒫(𝑠

p
𝑡 ,𝑎𝑡)

Action rate 𝑟act(𝑡) = ‖𝑎𝑡 − 𝑎𝑡−1‖22 -0.1
Joint limit 𝑟jlim(𝑡) =

∑︀
𝑗 1[𝑞𝑡,𝑗 /∈ [𝑞min

𝑡,𝑗 , 𝑞max
𝑡,𝑗 ]] -10.0

Undesired contacts 𝑟contact(𝑡) =
∑︀

𝑐/∈{ankles, wrists} 1[‖𝐹𝑐‖ > 1.0N] -0.1

Table 1: Reward design. Orientations are represented as 6D rotations (Zhou et al., 2019). Superscript 𝑔:
goal/target state from 𝑠g𝑡 ; superscript 𝑝: proprioceptive/current state from 𝑠p𝑡 ; ℬ: set of tracked body links;
superscript “rel”: quantities expressed in root frame.

Universal Control Policy. A distinguishing characteristic of our tracking framework is its ability to accommodate
multiple motion command types from different embodiments through a unified encoder-decoder architecture.
We accomplish cross-embodiment learning via specialized encoders that process heterogeneous inputs from
both human and robot embodiments into a shared latent representation. This representation undergoes
quantization to yield a universal token, which subsequently drives a common robot control decoder to generate
motor commands. This design enables the policy to leverage motion data from diverse sources — both robot
demonstrations and human motion — allowing the robot to imitate human movements despite morphological
differences. An auxiliary robot motion decoder is also used to facilitate feature learning and serve as an implicit
retargeting module from human to robot embodiment.

Encoders. Three specialized encoders process distinct motion command types: (1) robot motion encoder ℰ𝑟

encodes robot joint positions and velocities over 𝐹𝑟 future frames with a frame interval ∆𝑡𝑟, (2) human motion
encoder ℰℎ encodes 3D human joint positions (Loper et al., 2015) over 𝐹ℎ future frames with a frame interval
∆𝑡ℎ, and (3) hybrid motion encoder ℰ𝑚 encodes sparse upper-body keypoints (head and hands) of the current
frame (for real-time upper-body tracking), combined with lower-body robot motion over 𝐹𝑚 future frames
with a frame interval ∆𝑡𝑚. Multi-frame inputs enable anticipatory behavior and improve the robustness of the
policy. All encoders are implemented as multi-layer perceptrons (MLPs; architecture details in Table 3) that
map commands 𝑔𝑟, 𝑔ℎ, 𝑔𝑚 into a shared latent space, enabling cross-embodiment representation alignment.

Quantizer. The encoded latent representation is quantized into a universal token 𝑧 using a vector quantizer.
Specifically, we use FSQ (Mentzer et al., 2023) as our vector quantizer. The universal token is a 𝐷𝑧-dimensional
vector with 𝐿𝑧 quantization levels per dimension.

Decoders. The universal token 𝑧 is decoded through two separate decoders. First, a robot control decoder 𝒟𝑐

transforms the universal token into motor commands that control the robot’s joints. Second, a robot motion
decoder 𝒟𝑟 reconstructs the robot motion command, providing auxiliary supervision to improve the latent
space and enhance feature learning. Both decoders are implemented as MLPs (Table 3).

Training. We prepare synchronized motion data across all three command types. Each command type
𝑔𝑟, 𝑔ℎ, 𝑔𝑚 is encoded via its respective encoder and quantized to produce universal tokens 𝑧𝑟, 𝑧ℎ, 𝑧𝑚. For each
token, the control decoder 𝒟𝑐 generates motor commands while the motion decoder 𝒟𝑟 reconstructs the robot
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Domain Randomization Sampling Distribution

Physical parameters
Static friction coefficients 𝜇𝑠 ∼ 𝒰 [0.3, 1.6]
Dynamic friction coefficients 𝜇𝑑 ∼ 𝒰 [0.3, 1.2]
Restitution coefficient 𝑒 ∼ 𝒰 [0, 0.5]
Default joint positions 𝑞0 ∼ 𝑞0 + 𝒰 [−0.01, 0.01]
Base COM offset (x, y, z) Δ𝑥 ∼ 𝒰 [−0.075, 0.075], Δ𝑦 ∼ 𝒰 [−0.1, 0.1], Δ𝑧 ∼ 𝒰 [−0.1, 0.1]

Root velocity perturbations (external pushes)
Root linear vel (x, y, z) 𝑣𝑥 ∼ 𝒰 [−0.5, 0.5], 𝑣𝑦 ∼ 𝒰 [−0.5, 0.5], 𝑣𝑧 ∼ 𝒰 [−0.2, 0.2]
Push duration Δ𝑡 ∼ 𝒰 [1, 3]s
Root angular vel 𝜔roll ∼ 𝒰 [−0.52, 0.52], 𝜔pitch ∼ 𝒰 [−0.52, 0.52], 𝜔yaw ∼ 𝒰 [−0.78, 0.78]

Target motion perturbations (𝑠g𝑡)
Target position jitter Δ𝑝𝑔 ∼ 𝒰 [−0.05, 0.05]3 (x,y: ±0.05, z: ±0.01)
Target orientation jitter Δ𝜑roll,Δ𝜑pitch ∼ 𝒰 [−0.1, 0.1], Δ𝜑yaw ∼ 𝒰 [−0.2, 0.2]
Target linear vel jitter Δ𝑣𝑔 ∼ 𝒰 [−0.5, 0.5]3 (x,y: ±0.5, z: ±0.2)
Target angular vel jitter Δ𝜔roll,Δ𝜔pitch ∼ 𝒰 [−0.52, 0.52], Δ𝜔yaw ∼ 𝒰 [−0.78, 0.78]
Target joint jitter Δ𝑞𝑔

𝑡 ∼ 𝒰 [−0.1, 0.1]

Table 2: Domain randomization parameters applied during training. 𝒰 [·]: uniform distribution.

Module Architecture Dims

Network configuration
Quantizer FSQ token dimensions = 𝐷𝑧; quantization levels = 𝐿𝑧

Encoder (g1) MLP hidden= [2048, 1024, 512, 512]
Encoder (teleop) MLP hidden = [2048, 1024, 512, 512]
Encoder (smpl) MLP hidden = [2048, 1024, 512, 512]
Decoder (actions) MLP hidden = [2048, 2048, 1024, 1024, 512, 512]
Decoder (refs) MLP hidden = [2048, 1024, 512, 512]
Action dimension Diagonal Gaussian 29
Critic MLP hidden = [2048, 2048, 1024, 1024, 512, 512]

Motion command
Future frames 𝐹𝑟 = 𝐹ℎ = 𝐹𝑚 = 10 frames
Frame interval Δ𝑡𝑟 = 𝑡𝑚 = 0.1𝑠, Δ𝑡ℎ = 0.02𝑠

Table 3: Universal control policy hyperparameters.

motion command. The total loss comprises:

ℒ = ℒppo + ℒrecon + ℒtoken + ℒcycle (1)
ℒrecon = ‖𝒟𝑟(𝑧𝑟)− 𝑔𝑟‖2 + ‖𝒟𝑟(𝑧ℎ)− 𝑔𝑟‖2 + ‖𝒟𝑟(𝑧𝑚)− 𝑔𝑟‖2 (2)
ℒtoken = ‖𝑧𝑟 − 𝑧ℎ‖2 (3)
ℒcycle = ‖ℰ𝑟(𝒟𝑟(𝑧ℎ))− 𝑧𝑟‖2 (4)

where ℒppo denotes the standard PPO loss. ℒrecon represents the reconstruction loss for the robot motion
command across different input modalities. Notably, when the input command is human motion 𝑔ℎ, the
encoder-decoder acts as a retargeting pipeline from human to robot motion, and ℒrecon serves as a retargeting
loss that enables cross-embodiment transfer. ℒtoken measures the discrepancy between the robot token 𝑧𝑟 and
the human motion token 𝑧ℎ, explicitly encouraging the encoder networks to produce aligned representations
across embodiments. This loss is crucial for achieving cross-embodiment learning, as it ensures that motions
from different embodiments (human vs. robot) are mapped to similar representations in the shared latent space.
ℒcycle is a cycle consistency loss between the original robot token 𝑧𝑟 and the token produced by re-encoding
the reconstructed robot motion from the human token, i.e., ℰ𝑟(𝒟𝑟(𝑧ℎ)). This loss further reinforces alignment
of the latent space and supports consistent cross-embodiment representation learning, ensuring that the
translation from human to robot motion and back preserves the essential motion characteristics.

We employ bin-based adaptive motion sampling when selecting the initial frame for each episode. Specifically,
the entire motion dataset is partitioned into fixed-duration bins. For each bin, we calculate the corresponding
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Training hyperparameter Value

Num parallel envs per GPU 4096
Num steps per env 24
Learning epochs 5
Num mini-batches 4
Discount 𝛾 0.99
GAE 𝜆 0.95
Clip parameter 0.2
Entropy coefficient 0.013
Value loss coefficient 1.0
Actor learning rate 2×10−5

Critic learning rate 1×10−3

Max gradient norm 0.1
Desired KL 0.01
Adaptive LR min/max [1×10−5 , 2×10−4]
Init noise std 0.05
Actor std clamp min/max [0.001, 0.5]
Adaptive sampling bin size 1s
Adaptive sampling failure rate cap 𝛽 = 200
Adaptive sampling blending hyperparameter 𝛼 = 0.1

Table 4: Training hyperparameters.

failure rate 𝑓𝑖 of the policy. To prevent excessive sampling from bins with exceptionally high failure rates, the
failure rate in each bin is capped at 𝛽𝑓 , where 𝛽 is a hyperparameter and 𝑓 is the average failure rate across all
bins. The normalized, capped failure rates are then used to derive preliminary sampling weights 𝑝𝑖 for each bin.
The final sampling probability is defined as 𝑝𝑖 = 𝛼𝑝𝑖 + (1− 𝛼) 1

𝑁 , where 𝛼 is a blending hyperparameter and
𝑁 is the total number of bins. This formulation balances targeted sampling of challenging bins with uniform
coverage. A bin is selected according to 𝑝𝑖, and the initial frame is then sampled uniformly from within the
chosen bin. All models are trained using Isaac Lab (NVIDIA et al., 2025) as the simulation platform. Training
hyperparameters are provided in Table 4.

Tasks and Applications. The universal motion tracking framework enables a wide range of applications:

1. Interactive Gamepad Control: Users intuitively control the humanoid via gamepad inputs. A generative
kinematic motion planner, introduced in Section 3.3, transforms user commands such as velocities, styles
into diverse robot motions. The universal control policy tracks these motions through the robot motion
encoder ℰ𝑟.

2. VR 3-Point Teleoperation: Users operate the humanoid using a PICO VR headset and handheld controllers,
which provide head and wrist SE(3) pose data. We also use the joysticks of the controllers for setting a
desired navigation command (linear and angular root velocity) and root height. The kinematic motion
planner generates the lower-body motions, resulting in a hybrid command (upper-body keypoints, lower-
body robot motion) tracked by the universal policy with the hybrid motion encoder ℰ𝑚.

3. VLA Integration: We post-train a GR00T N1.5 model on data collected with the VR 3-Point Teleoperation
stack. The action of the VLA model is fed into the kinematic motion planner to generate the lower-body
motions, resulting in a hybrid command (upper-body direct VLA action, lower-body robot motion) tracked
by the universal policy with the hybrid motion encoder ℰ𝑚.

4. VR Whole-body Teleoperation: Users control the humanoid using VR headsets (PICO), handheld controllers,
and IMU sensors on the ankles, which allows us to use off-the-shelf toolkits to stream full-body human
motion. The universal control policy tracks this motion using the human motion encoder ℰℎ.

5. Video Teleoperation &Multi-Modal Control: We employ themulti-modal motion generationmodel GENMO (Li
et al., 2025) to estimate and generate human motions from multi-modal inputs (e.g., video, text, audio).
The universal control policy subsequently tracks the generated motions using the human motion encoder
ℰℎ. Further details are presented in Section 3.4.
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3.3. Generative Kinematic Motion Planner
Our generative kinematic motion planner is a large-scale latent generative model, trained on the same natural
whole-body motion data as the motion tracking policy. At a high level, the planning process is formulated as an
autoregressive motion in-betweening generation task. The context keyframes capture historical robot states,
such as joint positions and root positions, while target keyframes are either navigation guidance keyframes
generated from the user commands such as velocity, direction, and style, or skill-specific targets for actions
such as squatting, crawling, boxing, etc.

Motion Representation. During training, we sample motion segments of length between 0.8s and 2.4s, extract-
ing the keyframes at both endpoints to serve as the context and target keyframes. Our motion representation
is mathematically equivalent to the humanoid pose configuration 𝑞𝑡 as introduced in Sec. 3.2. Specifically,
we represent kinematic motion using the pelvis-relative joint positions and global joint rotations. During
training, we randomly rotate the training samples to enable planning in all initial orientations. Incorporating
global rotation instead of local, canonicalized rotation is essential for generating motions such as squatting and
crawling, where the notion of heading is ill-defined and greatly hurts the motion planning quality. We refer
readers to Meng et al. (2025) and Meng et al. (2025) for similar insights and additional discussion.

Generative Neural Backbone in Latent Space. Planning is conducted in the latent space, where continuous
motions are first encoded as a sequence of latent tokens as follows:

{𝑧𝑡}𝑇/4
𝑡=1 = enc

(︁
{𝑝𝑡, 𝑟𝑡}𝑇𝑡=1

)︁
, (5)

where 𝑝𝑡 and 𝑟𝑡 denote the pose configuration and root position at frame 𝑡, respectively. In practice, the encoder
operates with a downsampling rate of 4. The latent token sequence is encoded by models such as Transformers
or Conv1D networks to capture temporal consistency.

The inbetweening process in the token space is guided by two constraints: the starting and target keyframes,
denoted as {𝑝𝑡, 𝑟𝑡}4𝑡=1 and {𝑝𝑡, 𝑟𝑡}𝑇𝑡=𝑇−4 respectively. Rather than training the network to predict the entire
sequence of tokens from these sparse constraints in a single pass, we adopt a masked token prediction approach
(Guo et al., 2024; Luo et al., 2024; Pinyoanuntapong et al., 2024; Yu et al., 2023). In this framework, the
neural backbone iteratively predicts and finalizes the subset of tokens for which it has the highest confidence,
progressively refining the prediction.

ℎ = ℱ
(︁
{𝑝𝑡, 𝑟𝑡}4𝑡=1 , {𝑝𝑡, 𝑟𝑡}

𝑇
𝑡=𝑇−4 , {𝑧𝑡}

𝑇/4
𝑡=1

)︁
, (6)

Prob(𝑧𝑡) = 𝜎(ℎ). (7)

This process is iterative, where ℱ(·) denotes the neural backbone, and ℎ represents the logits for each token
position. Token probabilities are computed by applying a softmax function 𝜎(·) to the logits. At the first iteration,
all latent tokens are unknown, and we initialize the latent embedding with a learnable mask embedding,
𝑧masked. During training, the proportion of masked tokens is uniformly sampled from the range [100%, 0%].
During inference, a cosine schedule determines the proportion of tokens to finalize at each iteration, specifically
1.0− cos

(︁
𝜋
2 · 𝐿

𝐿max

)︁
, where 𝐿 is the current iteration and 𝐿max is the maximum number of iterations. After

finalization of all tokens, the predicted tokens are used to reconstruct the kinematic motions and generate the
robot control signals.

Root trajectory spring model. We propose to use an intuitive critical damped spring model to generate the
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root position and heading of the keyframes from user commands as follows:

𝑥(𝑡) =
(︁
𝑥𝑇 − 𝑥0 +

(︁
𝑣0 +

𝑐

2
(𝑥𝑇 − 𝑥0)

)︁
𝑡
)︁
𝑒−

𝑐
2 𝑡, (8)

where 𝑥𝑇 denotes the target value, 𝑥0 the initial value, 𝑣0 the initial velocity, and 𝑐 the damping coefficient.
We apply this critically damped spring model to three quantities: 1) the pelvis position along the x-axis, 2) the
pelvis position along the y-axis, and 3) the projected heading angle of the pelvis. Damping coefficients of 5 ln(2)
and 20 ln(2) are used for position and heading respectively. The target values may be obtained directly from
the controllers. Alternatively, if the controller only specifies a desired velocity we can compute the expected
target positions after 1.0s using the desired velocity. The target keyframes are then placed at the position
and heading with 𝑥(1.0), as computed by the spring model in Eq. (8). In practice, we find that our generative
kinematic motion planner is highly robust to the choice of damping coefficients. In fact, the spring model could
often be omitted entirely, as the planner’s ability to generate motions of variable length (ranging from 0.8s to
2.4s) and its strong inbetweening capability makes it adaptable to a wide range of root trajectory commands.
Nevertheless, incorporating the spring model improves behavioral predictability and helps safeguard against
unrealistic commands, such as abruptly reversing direction from 6.0m/s to −6.0m/s.

Keyframe Module and Application Integration. Traditional motion planning methods often rely on complex
target keyframe generation, such as detailed footstep planning. In contrast, our system provides keyframes in a
far more intuitive manner, requiring minimal effort or expertise for keyframe specification.

For navigation control, target keyframes are generated by placing a randomly selected segment from the
navigation clips of the desired style at the target root trajectory. Despite this simplicity, our model consistently
produces natural and smooth motions that align well with the specified style. We attribute this to the model’s
flexible, variable-length motion generation and its robust inbetweening capabilities. Additionally, the autore-
gressive replanning ensures that the generated motion is continually refreshed before reaching the end of any
given clip, thus minimizing dependence on the specific spatial details of the chosen target keyframes. This
approach generalizes to other motion styles such as walking, running, and crawling.

For entertainment tasks such as boxing, target keyframes are determined by selecting the most expressive
segment (e.g., the frames with maximal arm extension for a punch) from motion clips that match the desired
style. We also support motion layering, where the upper body is specified and the lower body is generated
accordingly by the planner, enabling the introduction of predefined behaviors.

For interactive modes needed in manipulation tasks, such as squatting or kneeling, keyframes are retrieved
online from the motion clip library according to the desired height. Unlike traditional approaches that require
an extensive motion library, our system needs only a single clip to generate the full distribution of transitional
motions for a given skill.

3.4. Multi-modal Motion Generation Model
We adopt GENMO (Li et al., 2025) to support multi-modal conditioning within one framework. The core
idea is to treat estimation from videos as constrained generation: the model synthesizes a complete motion
trajectory that must satisfy observed evidence (e.g., video keypoints), while the same network can also generate
diverse motions from abstract conditions (e.g., text or audio). This unification lets generative priors regularize
estimation under occlusion or noise, and conversely lets abundant in-the-wild video data improve generative
diversity.

Conditioning modalities and temporal layout. The model accepts mixed, time-varying conditions, including
text prompts, audio features, and visual observations. Conditions may appear over different temporal intervals
(e.g., text at the start, audio segments mid-trajectory, intermittent video spans). We represent these inputs as
temporally indexed condition streams. Each stream is encoded by a modality-specific encoder into a sequence
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of features aligned to a common motion frame rate. Missing intervals are handled natively (no special-case
branching) by simply providing empty or masked tokens; downstream fusion treats these as regular positions
with null content.

Architecture. Condition streams are fused using a temporal transformer with cross-attention from the motion
tokens to the multi-modal condition tokens. A diffusion-based motion prior then operates over the human
motion sequence, denoising from Gaussian noise to a kinematically plausible trajectory. The prior is trained to
model human motion dynamics and is agnostic to the specific conditioning type; all modality-specific structure
lives in the encoders and the fusion layers. We encode the denoised human motion into the universal token
space, enabling a single decoder to serve multiple downstream embodiments.

Training objective. Training mixes two complementary objectives. (1) Generative learning uses the standard
diffusion loss over human motions, conditioned on available modalities (text/audio/video) to learn a broad
motion prior. (2) Estimation-guided learning adds reconstruction terms when observations are present (e.g.,
2D/3D keypoints, trajectory constraints), encouraging the generated motion to match measurements exactly
where they exist while relying on the prior elsewhere. Because estimation is realized as generation with
hard/soft constraints, the same network parameters serve both tasks. Mixed batches with variable-length
sequences and randomly dropped modalities teach the model to seamlessly handle partial and asynchronous
evidence without special logic.

Inference modes. At test time, the model supports: (1) Pure generation from abstract prompts (text-only or
text+audio) to diverse, realistic motions; (2) Constrained generation given video frames to produce accurate,
temporally coherent reconstructions; and (3) Hybrid control where modalities switch over time (e.g., text sets
intent, audio refines timing, brief video spans anchor pose). All modes share the same sampler and differ only
in which condition streams are non-empty. The model is converted to TensorRT for fast inference.

Integration with our system. Although GENMO supports arbitrary-length motion generation, we use sliding
windows with overlap to ensure low-latency motion generation. We modify the diffusion denoising process
with inpainting to handle the transitions between windows. More specifically, our diffusion is formulated as
the variance-preserving diffusion, where the denoiser predicts the clean human motion at each denosing step.
The overlapped part of the denoised human motion is overwritten by the previous window’s motions during
denoising.

3.5. Deployment
Experiments are conducted on a Unitree G1 platform using the built-in joint-level PD controller. The learned
policy outputs desired joint angles are passed directly to the PD interface. All components of the inference and
management stack execute onboard, leveraging the on-device CPU/GPU to minimize feedback latency and
improve timing determinism.

The policy loop runs at 50 Hz. At each cycle, we assemble observations from recent robot state and operator
intent, evaluate a learned policy, and synthesize joint-space targets. To ensure crisp, compliant actuation, these
targets are streamed by a separate high-rate process at 500 Hz through the Unitree low-level API, continuously
publishing the latest user inputs (target motion command) without blocking the policy loop.

Due to the encoder-decoder design, our system can seamlessly switch between different input interfaces (e.g.,
keyboard, gamepad, or networked streams) by changing the input encoder, enabling seamless transitions
between various tasks: interactive gamepad control, VR 3-point teleoperation, whole-body teleoperation, video-
based teleoperation, and multi-modal control from text and music. The user input is captured independently at
100 Hz.

When needed, the kinematic motion planner is employed at 10Hzwhich proposes short-horizon sequences based
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on the command from the input interface. These plans are temporally aligned with the 50Hz policy loop and
smoothly blended into the control objectives, providing a motion reference without sacrificing responsiveness.
Each periodic process operates on consistent snapshots of the robot state, and we adopt a “latest-data-wins”
convention to mitigate jitter, ensuring transient delays do not stall the system.

Both the interactive kinematic motion planner and the policy inference execute onboard the Jetson Orin GPU
using TensorRT with CUDA Graph acceleration. This configuration yields reliable, low-variance execution
with 1–2ms per forward pass for policy and 12ms per forward pass for motion generation. The resulting
architecture emphasizes timing robustness and smoothness. It produces a stable motion, while decoupled loops
isolate sensing and planning from control, stabilizing end-to-end latency. Unless otherwise noted, all reported
experiments use this onboard configuration (50/10/500/100Hz) with timing logs enabled for diagnostics and
reproducibility.
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